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Abstract

In the paper, we examine whether monetary policy and reactions of the economy to monetary
policy are symmetric over the business cycle. Not only do we study the differences between
prosperity and slump, but also between all the phases of the business cycle, i.e. recovery, expansion,
recession and depression. Moreover, we analyse reactions in all points of the business cycle.

We find asymmetry in the reactions of monetary policy for the output gap close to zero, but
the result disappears in a shorter sample. The effects of monetary policy are symmetric for the
output gap between -2.0% and 1.5%. The asymmetry appears with the output gap getting closer to
its extreme values. This result is robust across various samples.
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1 Introduction

There is a vast literature on monetary transmission in the economy seen from the New Keynesian
perspective, where reactions of both the nominal and real economy to the central bank interest rate
rises or cuts are symmetric irrespective of the economy’s position in the business cycle (e.g. Walsh
textbooks from the 15t edition in 1998 to the 4th in 2017, Mishkin’s 1995 identification of the transmission
channels (1995), Taylor’s evaluation of the central banks’ reaction to inflation and output gap changes
(1995), Boivin, Kiley and Mishkin’s on the evolution of the monetary transmission mechanism (2010),
Granziera et al. (2018) on post-crisis monetary modelling, or Gali’s (2018) on modifications of the New
Keynesian approach).

At the turn of the 1990s and 2000s, more and more research noticed that the shape of the
aggregate supply, usually presented in the literature under its reversed form as the Phillips curve,
may have important implications for policy-makers (e.g. Dupasquier, Ricketts 1998; Nobay, Peel 2000;
Semmler, Zhang 2004, Boinet, Martin 2006). Usually, three shapes of the Phillips curve are considered:
(1) convex, suggested by, for example, Clark, Laxton and Rose (1996), Schaling (1999), Bean (2004), which
may appear if there are capacity constraints; (2) concave (e.g. Stiglitz 1997; Eisner 1997) — if firms are
not purely competitive; (3) piecewise convex-concave for the positive-negative output gap respectively
(Filardo 1998). Filardo showed that the shape of the Phillips curve has crucial implications for the
central banks, since the optimal monetary policy may change with the shape of the Phillips curve.

The non-linearity of the Phillips curve leads to asymmetric responses of the economy to
policy actions.! Such asymmetries are linked to: (1) the country’s position in the business cycle;
(2) the direction of the monetary policy change; (3) the size of the policy change; (4) the distance
of the current inflation to target inflation. The factors described in points 1 and 2 are mutually
correlated, as are those of points 3 and 4.

Lo and Piger (2005) provide an interesting example of the study describing asymmetries in the
responses of the economy to changes in the interest rate. It is based on the analysis of fluctuations
in the state of the U.S. economy, understood as changes of coefficients in equations describing it in
different states. The authors find that the rigidity of prices changes depending on the phase of the
cycle as well as the direction and intensity of changes in monetary policy. Moreover, prices are less
susceptible to stimuli working towards their decrease than to those acting in a pro-inflationary way.
This leads to asymmetry in reactions to monetary policy since each increase in the aggregate demand
results, in the first place, in the adjustment of prices, whereas the decline of demand causes, in the first
place, a response of the quantities. This means that the responsiveness of the real sector to restrictive
monetary policy is higher than its vulnerability to expansive policy.

Lo and Piger’s study does not include the effects of the financial crisis and the periods following
it of low or negative interest rates and inflation. Other studies done for the U.S. economy that include
these periods show partially opposite results, e.g. Barnichon and Matthes (2016) and Tenreyro
and Thwaites (2016) suggest that monetary policy shocks have larger effects in expansions than in
recessions. These studies show that the persistence of low nominal interest rates after the financial
crisis may have disturbed the earlier results.

1 1t is worth noticing that the monetary policy itself may create non-linearity in the real economy (e.g. Saldias 2017).
To limit this phenomenon the monetary policy is considered in the individual phases of the business cycle in separation
from their dating.
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The literature review in Borio and Hoffman (2017) suggests that there is some evidence that
monetary transmission is less effective when interest rates are persistently low regardless of the phase
of the business cycle.

Most studies on asymmetric reactions of the economy are based on Markov-switching (static
or dynamic) models (e.g. Lo, Piger 2005); however, some researchers propose a direct estimation
of non-linear equations (e.g. Boinet, Martin 2006), estimations using the piecewise linear function to
approximate the non-linear shape of an equation (e.g. Filardo 1998) or a structural VAR with sign and
zero restrictions (e.g. Barnichon, Matthes 2016).

The quoted literature shows how different the reaction of the economy to monetary policy may be
depending on the phase of the business cycle and, on the other hand, what the optimal monetary policy
should be over such a cycle. The latter problem is definitely less often considered.

Positioning the research conducted for Poland among the literature quoted earlier, the answer
to the following questions is sought:

1 Is monetary policy symmetric over the business cycle or is it differentiated in individual phases,
i.e. does the business cycle enforce monetary policy changes?

2 Does the economy’s reaction to monetary policy depend on the phase of the business cycle
or is it symmetric over the cycle?

The approach adopted to examine the issue is similar to that of Filardo, i.e. approximation of
the non-linear shape of a function by its piecewise linear form. To this end, four sub-models of the
base model are estimated corresponding to particular phases of the business cycle, and the next step
is to compare the estimated parameters of the sub-models with the parameters of the base model
(as in Lo, Piger 2005).

Another value added of the study is a two-stage method for estimating/calculating parameters
which makes it possible to observe the continuous changes in the elasticities of the individual variables
in the business cycle and compare the significance of the difference between constant and variable
elasticities.

The method is described in the second chapter. Chapter 3 presents the base model and the results
of the estimation of the base model and of the sub-models being the replication of the base model for
each phase of the business cycle. The analysis of the results and their possible implications for economic
policies are discussed in Chapter 4. Chapter 5 concludes.

2 Estimation method

Both the structural changes in most European countries in transition and the changes in the
statistical definitions of economic categories resulted in a shortening of the homogenous time
series — the reliable data starts from 1998 (beginning of negotiations on EU membership and the
introduction of inflation targeting, with the reference interest rate equal to 24% and inflation
14.2%). To diminish the bias of the estimation results by data from the beginning of the sample,
estimations should rather start from 2002 with the reference interest rate at 10% and inflation
at 3.4% (which means a shortening of the sample by about 10%). However, it is also acceptable
to choose the beginning of the estimation from the interval between the first quarter of 1998 and
the first quarter of 2002.
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This means that a maximum 80 quarterly observations are at our disposal. If we estimated
directly the sub-models for all phases of the business cycle,? i.e. for recession, depression, recovery
and expansion, then only about 20 observations could be assigned to each phase. A small number of
observations might produce biased results; moreover, it would not be possible to show the behaviour
of the economy near the extreme points of the cycle (peak and trough). To reduce the bias and calculate
the continuous reaction of the economy over the business cycle, we propose a two-stage study:3

Stage 1: Distinction of sub-samples of the set of time series related to the output gap values
assigned to the proper phases and periods of the business cycle
In most studies values for two states of the economy are discriminated, i.e. for:
- prosperity — when the output gap exceeds a threshold. The threshold may be understood as
a point of transition between two states;

- in the Hidden Markov Model (e.g. Lo, Piger 2005);

-in the self-exciting threshold autoregressive model (SETAR) calculated with the use of,

for example, the Caner and Hansen (2004) algorithm;

- as values over/ below the steady state of the output gap for the base model estimated for the entire

sample (the method applied in this study);

- slump - when the output gap values are below the threshold.

However, the period of prosperity consists of two opposed phases: expansion and recession;
by the same token, the period of slump consists of depression and recovery. To avoid inconsistency
of the results we propose another division of the entire sample - into two subsamples comprising
recovery and expansion, and recession and depression.

To extract the sub-samples for the growth and decline phases of the business cycle, we choose
a method of Wolfram (1971), extended by Houck (1977), for investigating the nonreversibility of linear
functions through segmenting the variables involved - the output gap (y) in this study. Let us assume
that the variable x depends on the values of y, which is being suspected of asymmetry, and on the set
of other variables z. Then:

7 7
Ax;= ay+ %al,jAy;,I} + Zla2,j Ay:l; tayz, M
J= J=
where fori =1, 2,....,, t:
Ayf‘j =Y~ Vija if Vi ZViia and = 0 otherwise, Q)
Ayt =y, -y ., if ¥, <y, and=0 otherwise, A3)

and j is the number of lags assigned to Ay;". and Ay;:.

2 By definition, the business cycle is understood as the downward and upward movement of GDP around its long-term
growth trend, hence it may be identified with changes of the output gap.

3 The method was subordinated to the purpose of the study — an analysis of the behaviour of the economy in the
business cycle. From this point of view, the issue of cycle dating is less significant than determining the number of
quarters subordinated to phases and periods of growth/decline in economic activity. The issues of dating and describing
the business cycle in Poland are discussed, e.g. in Gradzewicz et al. (2010) — the author, applying spectral analysis, found
roughly 4-year business cycles, or Skrzypczyriska (2013) — where the business cycle in Poland since 1996 to January 2012
estimated on the basis of sectorial indicators of economic activity using Markov switching models obtained cycles lasting
3.5-4.5 and 5.5-6 years. She found that the Polish business cycles were asymmetric both in length and amplitude.
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Because the base model comprises model consistent forward- and backward-looking expectations,
in this example T, =T, =2 (j = 0, 1, 2). It means that an observation will be included in a sub-sample
if in at least three consecutive periods (quarters) Vi; = Vi1 or Vi; < Vi .

Then, on the basis of four sub-samples that are of approximately the same length, we build four
models (Figure 1) which have the same structure as the base model:

* Model 1 corresponds to the recession and depression, i.e. a period when the output gap (y)
decreases (y, <y, ,) in at least three consecutive periods (quarters).

* Model 2 corresponds to the recovery and expansion, when the output gap grows in at least three
consecutive periods (quarters) (y, = y, ).

* Model 3 describes the slump, when the output gap takes values below the defined threshold (7).
Estimating the base model for the entire period, with the inflation target equal to 2.5%, the determined
values of the output gap (steady state) were derived at the level of 0.2% of the potential product.?
Assuming this value as a threshold, the area of function defining the slump period was determined for
y < 0.2. This period comprises the phases of depression and recovery.

* Model 4 corresponds to the period of prosperity when the output gap takes values higher or equal
to 0.2. This period comprises expansion and recession.

Since reactions of the economy to the monetary policy shocks may differ in the recession, when
y values are above the (7) threshold, and in the depression, when values of y are below the threshold
(similarly, diverse reactions may occur in the recovery and expansion), the advantage of the proposed
twofold way of determination of the function’s domain is the possibility of observing the reactions of
economic factors during recession and depression, as well as recovery and expansion separately.

The total number of observations is equal to 86. In models 1-4, the respective numbers are: 36, 39
and 38, 48. In models 1 and 2, the sum of observations in the sub-samples is lower than in the entire
sample by eleven - they do not meet the selection criteria set up for these models.

All parameters of the base model and four sub-models were estimated with the use of Sims’
routine to maximize the likelihood of the model and afterwards with the Metropolis-Hastings
MCMC algorithm with 20,000 replications in two blocks to compute the posterior distribution of the
model parameter. The acceptation rates were within the band 20-30%, i.e. within the band allowed
by the literature (e.g. Mancini 2011).

Stage 2. Calculating parameters of models 1-4 in the entire course of the stylized business cycle
By setting up the same priors for parameters of models 1-4 as for the base model and estimating
them, we have got four sets of parameters ¥, for k = 1...., 4 (number of a model) and p = 1...., n
(n = number of parameters) where:

¥, :{qlk,p ¥, ER AW, €Y, ¥, ¥ ¥, ,\Pm}

Assuming that the sine function approximates the stylized business cycle and following Gradzewicz
et al. (2010) and Skrzypczyriska (2013) with respect to the length and amplitude of the business cycle
in Poland, we construct a sine function (Figure 1) with the following form:

4 A reduction of the inflation target (parameter of the model) from 2.5% to 1.6% causes the output gap steady state to
converge to zero. This may indicate an actual concentration on the accomplishment of the target of 1.6%.
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= qasin(a)yt ) 4

where:
@ - the average amplitude of the business cycle in Poland,
o — the average length of the cycle,
y —the output gap,
t =0,...,20 - the number of quarters in the business cycle.

The position of the parameters ¥, / pointed on the sinusoid corresponds to the steady states of

the output gap for the respective models® which are close to values of the average output gap for these

models.
To check the reactions of the economy in all the business cycle, including the extreme points (close

to¥ —and ¥ . ) we calculate the values of parameters over the entire sinusoid as follows:

max min

PS5, = Ws, " A(‘P sin(@y, )) — calculated values of the parameters between points ¥, )
PS5, =W, ((psm (wy,) ) derivative of the sin function between points ¥ ,and ¥, ©)
e A((psm wy, )) — calculated values of the parameters between points ¥, @)
PSu, =W, *A (¢Sln Y, )) derivative of the sin function between points %, ,and ¥;, )

Yip> Voo ¥sp> Yapare the estimated values of parameters, ps, . PS.s,s PSi3p> PSia,
are calculated values of parameters over the entire sinusoid (Figure 1).

Due to the fact that the sub-samples for models 1 and 2 were constructed on the basis of changes
of the output gap (not levels), the values of parameters ¥, ,, ¥, , were calculated for the derivative
of the sine function.

The estimated parameters were obtained from a New Keynesian-type model, with builtin
trends reflecting the supply side of the economy and AR processes which close the model, making it
possible to get equilibria inside the model and identify the non-observable variables. The idea of the
model is based on the semi-structural Global Projection Models (GPM), Carabenciov et al. (2013),
and is estimated with Bayesian techniques overcoming the short-sample problem and giving the
possibility to implement the experts’ knowledge. It is a country-specific model, with special attention
paid to the real sector and to the exchange rate block allowing, in particular, to employ fundamentals
(e.g. output gap, government expenditure) as a proxy for the risk premium in the exchange rate
equation, as in Wadhwani (1999).

5 The steady states of output gap for models 1-4 are respectively as follows: -0.03; 0.02; -1.8; 1.2.

6 Carabenciov et al. (2013) proposed the GPM that can be easily expanded to include new countries with their specific
features. Currently the GPM consists of the set of satellite models for 6 regions (34 countries) and is mainly used
by central banks.



Symmetric or asymmetric?... 381

3 The Base Model and results of the estimations

The model has four blocks: IS and Phillips curves, an exchange rate equation and a monetary policy
rule. Real variables are specified as gaps, i.e. the differences between their actual values and potentials.
The former can be affected by demand factors, the latter represent the supply side of the economy.

The Hybrid IS curve
©)

— _x ro_ r y Y P
Vi=oEy., oy, ta, (’”x r )+a4 (el € )+Ot5gx_net, tagg, TE TE TE,

where:
y, is the output gap,
r, = i, — E g represents the real interest rate,
i, is the shortterm nominal money market rate (WIBOR 3M),
E,m,,, stands for model-consistent expected core inflation,
r7 is the natural interest rate 7,
e/ =e,+p/" = p, - the real EUR/PLN exchange rate,
e, is the nominal EUR/PLN exchange rate,
P,EA is the price level (core HICP) in the euro area,
p, is the price level (core HICP) in Poland,
e’: presents the equilibrium exchange rate
gx_net, is a gap of the net exports understood as:

*_ * r EA" * x_net’
x_net, = ay,x _net,  +age +a,AY" —a,AY, +e, (10

where:
x _net, stands for the potential net exports,
AYE4  —the growth rate of foreign demand (potential GDP in the euro area),

y," - the output gap in the euro area,

AY"  —the growth rate of domestic demand (potential Polish GDP),
&~ —shock on the potential net exports,

(x — m) — net exports (volume of exports — volume of imports).

Finally, g, in equation (10) is the gap of public expenditure, a change in the gap of the public
expenditure is equal to the difference in the growth rates between public expenditure AG, and its
potential AG,"

; * A . *
AG, = agy, +agAY, +‘9rG +te] AY, =Zt+nAgzy (11)

4= (1 -y )Ao T4, +‘91A (12)

where A is the GDP growth rate in the steady state; ¢, sty ¥, & " whileare shocks to demand, supply and
marginal productivity of capital respectively. The latter is a part of supply shock.
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New Keynesian Phillips curve
= [)1Et]rf+l+(1_/))1)ﬂr—l 6.y, + b (et +prA)+5;S 13)
where ¢ stands for supply shock.

Monetary policy rule
=i (=) (747 ) a7 -2 e A ) e - ) e (4

t

’?*:/111’?+/111(AYI*_AK1)+/113(”1_”j)+gzr* (s)

where 7, is the inflation target, &/ represents a shock to the nominal interest rate, whereas &/ “is a shock
to the natural interest rate.

Real exchange rate (Real Interest Rate Parity — RIP)

1+l

¢ =0Ee, +(1-0)e/, +8, (1~ )+ 0,3, +(1-0,) (16)

e = (558;:1 +0,Agx _net, +€& ' (17)
where:
gf', ef' - shocks to real exchange rate and equilibrium exchange rate,
0,~ indicator that allows for exchange rate interventions, both direct and indirect (moral suasion).

In this aim, we smooth the exchange rate shock by estimating its standard error.

The estimation of the exchange rate in open economy models most often leads to the instability
of the entire model. Thus, the standard uncovered interest rate parity (UIP) is usually adopted.
Due to the significance of the exchange rate for the Polish economy, it is proposed to estimate a custom
exchange rate model based on a non-standard UIP. The idea of this approach is developed below.

In the New Keynesian models, the standard exchange rate equation uses a concept of UIP with
a time varying or random risk premium, the implicit existence of a direct relation between monetary
policy and a spot rate with the coefficient at the interest rate disparity equal to 1. However, such
a specification is not supported by the data. To solve the problem, Wadhwani (1999) allowed for
a feedback between the exchange rate, the real sector and the interest rate, making the risk
premium dependent on deviations of fundamental variables from their steady states. This improved
the significance of the disparity, however, at a cost of the exchange rate puzzle, which appeared for
numerous pairs of currencies. The introduction of a term structure of the interest rates as in Ang,
Bekaert and Wei (2008) improved the results, but only during frequent interest rate changes. That all
changed the coefficient at disparity for UIP estimated for Poland from a puzzling — 0.1 to 0.4.

A change in the nominal interest rate affects not only the exchange rate and domestic prices
through the exchange rate pass-through effect, the cost of servicing of foreign debt and net exports,
but also has a direct impact on domestic prices and aggregate demand. Engel and West (2004, 2006)
combined these monetary policy effects with the use of the real interest rate disparity (RIP) instead of
the nominal one. When plugged into the exchange rate equation in our model, it moved the estimated
value of the coefficient at disparity to the level close to one.
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The conversion of the UIP concept to RIP makes the real interest rate significant in explaining
the change in the exchange rate - the disparity coefficient is not statistically different from unity, and
its fluctuations are structural in the pre-accession period only, while in the subsequent periods they are
related to the business cycle.

Equations for the euro area

Y;EA = Klriq +K2yfA +K3 (”;EA _”;A )+€,rEA (18)
A W AR S R S +£z”m 19
(ytEA _ytb:f‘: ) — (AYtEA _AY,EA' ) (20)
. AEA o
et A ittey o
4
A=A A A v @
v =yl lte) @3)

Four sub-models used to analyse the asymmetric reactions of the economy are of the same
structure. The results of the estimations of the base model and of four sub-models are in Table 1 and
the full set of numbers showing the magnitude of asymmetric reactions of the main model variables
over a business cycle and their significance are put in Table 2. All tables and figures are in the Appendix.

3 Results
3.1 Asymmetric reaction of the monetary policy over the business cycle

The main results are shown in Tables 2 and 3 and in Figure 2. A combination of charts from Figure 2
showing the maximum/minimum value of parameters with pointed significance of asymmetries and
Table 3 containing the decomposition of variance of individual explanatory variables provides additional
information on the composition and weight of the set of shocks in a given phase of the business cycle.
This is paramount for a proper assessment of asymmetries, since in some cases there are shocks which
display the strongest asymmetric effect on the interest rate, however, they are insignificant from the
statistical point of view or they are significant but less influential than other shocks or have a smaller
impact than in other phases of the business cycle. A good example of the first case is the output gap.
In depression, it seems to display the strongest asymmetric effect on the interest rate, however, it is
insignificant from the statistical point of view. The second case is well illustrated by inflation. It has
a significant asymmetric impact on the interest rate during depression, but its importance is the
weakest over the business cycle.

A comparison of the results obtained on the full sample and on the sub-samples shows that there
is a clear-cut asymmetric reaction of the monetary policy over the business cycle. The smoothing
coefficient in the monetary policy rule varies from 0.75 at the turn of recovery and expansion to 0.96
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in the mid of depression (Figure 2 and Table 2). The average parameter is 0.83. The monetary
policy reacts more aggressively’ when the output gap is within the range (0, 0.7) with significance
at probability value equal to 0.01. For p-value = 0.1 the span of the output gap widens to (-0.2, 1.8).
This may mean that the monetary policy authorities reacted pre-emptively, expecting inflationary
pressures which may occur in the middle of expansion when the output gap is within the range (0.4, 1.5),
Figure 2. Asymmetric reaction with respect to the output gap is insignificant. The finding is close to
that of Orphanides and Williams (2004), who show that, assuming learning and imperfect knowledge
about the natural rate, monetary policy should react more aggressively with respect to inflation and
less aggressively with respect to the output gap. It might seem that the monetary authorities in Poland
apply the Orphanides’ prescription to make the proper monetary policy, where the more inertial
monetary policy, as in the middle of depression, the smaller the effect of a central bank misperception
of the natural interest rate and the smaller probability of making a mistake by the central bank with
respect to GDP growth. The central bank seems to be most cautious in its reactions within the output
range (2, -0.4).

The impact of the exchange rate on the interest rate change (via both inflation and net exports)
is generally weak and asymmetrically insignificant, albeit not constant. It is the weakest in depression
and strongest in expansion.

To check the robustness of results, the sample was shortened by the first 12 quarters, i.e. till 2003 Q1.
During those 12 quarters the central bank reference rate dropped by more than 10 percentage points.
Since 2003, the shifts in the reference rate have been more attenuated. On the one hand, shortening
the sample by more than 15% on average may worsen the quality of estimations, but on the other
it can bring information on changes in monetary policy. That exercise shows that the average smoothing
parameter has moved up to 0.86 with a maximum of 0.96 and minimum of 0.81. This may indicate that
monetary policy has been becoming more and more inertial independently of the economy’s position
in the business cycle.

Moreover, there is a question whether our estimates are not affected by either very low or negative
interest rate in the euro area. Namely, in the second quarter of 2012 the 3-month Euribor fell close
to zero and from the second quarter of 2015 it was negative due to the ECB quantitative-easing (QE)
programme. Importantly, the shadow interest rate implied by models such as Wu J. C., Zhang J. (2017),
Wu and Xia (2016) or Krippner (2014) was even lower (Figure 3). In Poland, there was no need to resort
to QE, thus the observed and shadow interest rates were supposed to be of a similar level. Obviously,
the interest rate disparity between the observed Polish rate and the shadow interest rate in the euro
area has significantly changed. Nonetheless, estimations substituting the 3-month Euribor by the
shadow rate do not show any significant change of the coefficient at the disparity in the exchange rate
equation. The larger disparity has only slightly affected the appreciation of the real exchange rate of
the zloty since 2015. In our model, the cumulated appreciation of the zloty in a 3-year horizon would
amount to 1.0% compared to the exchange rate path from the equation with the observed interest
rates disparity. That difference does not change the fundamental results of the model estimated with
the observed interest rates only.

7 Asymmetry of the reaction is measured as the distance between the average value of a parameter and the value of this
parameter for which the t-statistic is significant at two levels: p-value = 0.01 and p-value = 0.1.
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3.2 Asymmetric effects of the monetary policy over the business cycle

Asymmetric reactions of the monetary policy authorities affect both the nominal and real economy.
The simulation of the shortterm interest rate impulse takes into account the variation of the
estimated parameters over the business cycle. The obtained responses significantly differ across phases
of the business cycle (Figure 4).

A fall in the interest rate by one percentage point in depression tends to display the most stimulating
and long-lasting effect on the real economy.8 It would diminish losses of GDP growth (Figure 4B).
The largest effect of this policy might come relatively soon — after just 2 quarters. However, the
monetary authorities seem to react with the greatest inertia when the output gap remains between
2.4% and 0.2% of the potential growth. The lack of or at most a weak reaction results in the incomplete
use of the monetary policy’s ability to influence the real sector. Interest rate cuts in depression and recovery,
when the reaction of GDP is the strongest, would have the most stimulating impact on GDP growth.

In depression prices react to the interest rate cut two quarters later than GDP. Their increase is
relatively weak (Figure 4C) and does not significantly differ from the average reaction. At the same
time, they are directly affected by the depreciation of the exchange rate via the exchange rate pass-
-through effect (ERPT). However, in depression the ERPT effect is the smallest, at less than 0.02%.

During periods of prosperity, especially in the expansion phase, when the susceptibility of the real
economy to monetary tightening is greater, interest rates return to their steady state relatively fast
(after 4-5 quarters). Then, increases of the interest rate cause a drop of inflation significantly greater
than the average over the business cycle, while its effect on GDP decline is weaker and does not display
asymmetry. That reaction of the economy coincides with a period of a more aggressive monetary
policy (Table 2). It is worth noticing that whether pursuing the policy is aimed at reducing inflation or
promoting growth, the activity of the real economy changes first, while prices do so later on. This may
result from a lower degree of forward-lookingness of the Phillips curve than for the U.S. (over 0.6; Gali,
Gertler, Lopez-Salido 2005) and for the euro zone (over 0.7, Lagoa 2011).

The impact of the real exchange rate (RER) on the aggregate demand depends on the way in
which the RER affects the volume of exports and imports and should therefore be considered together
with net exports (NX). Both the RER and NX show significant asymmetry in recovery and depression,
that is, when their role is the smallest (Figure 8A and Table 4).

A positive shock to the nominal exchange rate results in an immediate appreciation of the
zloty, and only in the subsequent periods does it cause a change in relative prices (costs), leading to
a change in competitiveness, affecting the volume of foreign trade. In the first two quarters after the
appreciation, the prices of imported final consumption goods decrease on the domestic market, raising
the volume of imports. Exports react more slowly, as in the short run the prices of exported goods
set up in foreign currencies are fixed in binding contracts. As a result, the trade balance (net exports)
deteriorates. Next, after a gradual depreciation of the exchange rate following its initial appreciation
and adjustment of the relative prices, the above effects get reversed. The sequence of events is as
follows: the appreciation of the nominal exchange rate by 1.0% (RER growth is by only 0.04 percentage
points higher) is sufficient to immediately deteriorate net exports by 0.17 percentage points compared

8 The cumulating effect of the impulse response function calculated for the depression phase is almost twice as high as for
the average over the business cycle and more than 3 times higher than for the expansion phase.

9 Tt should be kept in mind that full comparability of results occurs only when the models are estimated by comparable
techniques.
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to the baseline. Then, its improvement, observed since the third quarter, balances the loss, and finally,
the effect of exchange rate changes on the aggregate demand is small and transitory.

If the RER appreciation occurs in the periods of recovery or expansion, then only in the first three
quarters will the trade balance slightly deteriorate. Then, along with fading of the exchange rate shock,
net exports improve and finally remain almost 0.5 points above their initial level. An improvement of
net exports despite the initial appreciation is possible because of the lowest weight of the exchange rate
in the determination of the trade flows during an upturn in the economy (Table 5), despite its impact
being asymmetric and statistically significant, especially during the recovery (Figure 8A).

However, if the appreciation of the RER occurs in the depression, then the growth of NX will slow
down within four quarters by 0.25 percentage points and will not return to its base level - the deficit
in trade in goods and services increases or the surplus turns to deficit. Thus, the deterioration of the
trade volume results both from a greater impact of the foreign exchange rate on foreign trade and from
a greater role of foreign demand, as its fluctuations dominate the growth of the export volume.

It is worth noting that the sensitivity of output gap to a change in government expenditure behaves
in the same way as net exports — there are significant asymmetries during an upturn of the economy
when sensitivity is the lowest and during depression (for an output gap of the range (-1.4, -0.4)) when
the change in government demand stimulated by softer fiscal policy may strongly impact GDP growth.
Hence, a monetary policy coherent with fiscal policy may to some extent strengthen the total effect
of government spending. The effect is almost twice as large during the economy’s decline as during
growth. Positive values of coefficients at government spending over the whole business cycle suggest
their procyclical character.

Similarly to the aggregate demand, inflation shows a clear-cut asymmetric reaction to inflation
expectations (over the whole business cycle), the output gap (the greatest asymmetry is during
expansion when the output gap exceeds 2.4%) and the real exchange rate (via the exchange rate pass-
-through effect — the greatest effect is observed at the turn of expansion and recession, for an output
gap of over 2.3%), Table 2. It is worth noting that the greatest asymmetry is associated with the greatest
weight of the domestic factors determining inflation (Table 6).

Firms set prices in anticipation of future demand and factor costs; however, only a fraction of firms
adjusts prices to their optimal level, while the others update the last period’s optimal prices with lagged
inflation as a “rule of thumb” - as developed in Gali and Gertler (1999). The fraction of firms adjusting
prices to their optimal level varies over the business cycle: the coefficient at expected inflation grows
(slightly) from 0.44 in recovery to 0.54 in expansion (it rapidly accelerates when the output gap is greater
than one). The opposite reaction occurs during recession and depression.

A similar pattern is observed for the coefficient at the output gap with its minimum (0.1) in the
trough and maximum (0.21) in the peak, suggesting convexity of the Phillips curve. Thus, the impact
of the output gap is stronger during phases of growth than in phases of decline.

The convexity of the Phillips curve can be explained (as in Filardo 1998) by capacity constraints. If so,
inflation is increasingly sensitive to changes in output as the economy expands. Thus, capacity constraints
restrict firms’ ability to further expand output and the increase in demand is more likely to show up
as higher inflation than larger output. The slope of the Phillips curve steepens, reducing the cost of
fighting inflation. In contrast, when the monetary policy authorities increase interest rates, the real sector
declines, firms face fewer capacity constraints, and inflation becomes less sensitive to output changes.

In the case of Poland, as shown in Figure 5, such explanation is true when the output gap is over
1.5% of its potential level (it is close to the peak) and at the beginning of the recovery when the output
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gap is below 22.0% and excess capacity reduces the effects of the monetary policy. This discrepancy
is greater in the growth phases of the cycle than in the phases of decline. For the output gap from
the interval (2.0, 1.5) there is no difference between the linear and non-linear reaction. This may
suggest that the monetary policy should react more aggressively when the economy is overheated,
since the same result may be achieved at a lower cost. In the remaining phases of the cycle, small,
gradual interest rate changes should generate a lower cost of disinflation than large ones.

The sacrifice ratio below 1.0 during expansion confirms that aggressive monetary policy when the
economy is overheated generates the lowest costs of fighting inflation, while any attempt to restrict
inflation during depression might be very costly.

Finally, the nominal exchange rate adjusted by foreign prices shows the price elasticity with respect
to the exchange rate and indicates that there is a significant asymmetry in the inflation reaction to
the exchange rate changes over the business cycle: the elasticity varies from 0.02 at the lowest point
of depression to 0.135 at the peak of economic activity. However, in the range of the output gap (-1; 1),
the elasticity is almost constant and amounts to 0.06 in the phases of economic growth and to 0.09
during economic decline. The slightly larger price elasticity with respect to the exchange rate during
a downturn is related to market imperfection and segmentation, manifested in the efforts of exporting
companies in a given country to build a stable market share in the importing country: enterprises
exporting to a country with a depreciating currency are then more inclined to lower prices than
to raise them during the appreciation of the currency (Przystupa, Wrdbel 2011). This effect disappears
in the extreme points of the business cycle.

The cumulated price increase related to the cumulated exchange rate change in a given period,
or the exchange rate pass-through effect - ERPT, is on average equal to 0.08. It is also worth noticing
that it declined significantly from 0.21 in 2004-2008 to 0.18 in 2010 and 0.08 in 2017. This is a structural
decline, associated with changes in the production process caused by its internationalisation, and
with the stabilising role of the central bank’s inflation targeting policy (e.g. Forbes, Hjortsoe, Nenova
2017). The ERPT effect fluctuates across the business cycle, its amplitude between peak and trough
amounts to 0.13 and in spite of a large drop in the average pass-through, it tends to remain stable.10
The asymmetry of the ERPT in the extreme points of the business cycle, besides the pricing to market
phenomenon, is reinforced by the convexity of the Phillips curve (Figure 5).

To calculate the ERPT the nominal exchange rate shock (NER) was standardized to 1% of
the exchange rate change. The NER shock consists of several shocks grouped as in Table 7.

The weight of the real disparity in explaining the change in the real exchange rate is 19.1%
(Table 8) and is more than double the weight of the nominal disparity in the NER model. Furthermore,
it is on average over 30% less than the weight of demand. However, it varies significantly in the
business cycle: in the growth phases the difference is insignificant, but it clearly grows in the phases
of decline, especially in depression. In the NER model, the weight of demand shocks is 3 to 5 times
greater than that of disparity. However, if we consider the simultaneous impact of the monetary policy
shock on the exchange rate and on prices (RER model), the combined weight of disparity and prices
(37.2%) exceeds the weight of demand by 30%. A correct estimation of the weight of monetary policy
shock is important for determining its impact on the exchange rate, prices, and aggregate demand.
The prevailing monetary policy shocks in the period of recovery and expansion mean that this policy
can be most effective at times when the output gap is greatest and especially when it is greater than 1.5%.

10 In Przystupa and Wrébel (2011) it was estimated to be 0.17.
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In this period, the monetary policy effectively reduces inflation at the lowest cost for GDP growth,
while not allowing further appreciation of the domestic currency. Unlike loosening the policy during
a negative demand gap, it leads to GDP growth inhibiting depreciation.

Central bank interventions, which are also part of the monetary policy, have little and only a short-
-term effect on changes in the zloty exchange rate.

In contrast, the “external environment” plays a non-negligible role. It consists primarily of external
shocks whose significance grows in the decreasing phases of the cycle, when the potential for reducing
their negative effects is minimal.

4 Conclusions

The main findings of the paper may be summarized as follows: there is both an asymmetric reaction
of the monetary policy in the different phases of the business cycle and asymmetric effects of the
monetary policy over the business cycle. However, while the asymmetry in reactions of the monetary
policy is the strongest and significant for the output gap close to zero, the asymmetric effects of the
monetary policy are weak or not significant for the output gap between -1.5% and 1.5%. They become
greater and significant when the output gap is closer to its extreme values over the business cycle.

1 Considering asymmetric reactions of the monetary policy in the business cycle, we observe
that between 2000-2017 the monetary policy authorities reacted more aggressively when the output
gap was within the range (-0.2, 1.8), i.e. during the turn of recovery and expansion. This may mean
that the monetary policy reacted pre-emptively to an anticipated increase in inflation which may be
expected since the middle of expansion. At the same time, asymmetric reaction with respect to the
output gap is insignificant. On the other hand, the central bank was the most cautious in its reactions
within the output gap range (22, -0.4). Shortening the sample by the first two years (since 2003
the reference rate has been moving moderately) shows that the average smoothing parameter has moved
up, which indicates that monetary policy has been becoming more and more inertial independently
of the economy’s position in the business cycle.

2 Considering the asymmetric effects of the monetary policy over the business cycle:

- depression: reduction of the interest rate has the most stimulating and long-lasting effect on the
real economy; this would reduce losses in GDP growth and the maximum effect might come relatively
soon; alas, this is when the monetary authorities react with the greatest caution;

- expansion: each increase of the interest rate causes a drop of inflation significantly greater than the
average over the business cycle, while its effect on GDP decline is weaker and does not display any asymmetry.

3 The sensitivity of the output gap to government expenditure change shows significant asymmetries
during an upturn of the economy when sensitivity is the lowest and during depression when the change
in government demand stimulated by the fiscal policy may strongly impact GDP growth. The effect
is almost twice as high during the economy’s decline as during growth. Positive values of coefficients
at government spending over all the business cycle suggest their procyclical character.

4 The exchange rate pass-through effect: the average ERPT is equal to 0.08 and has varied across the
business cycle - from 0.02 in the lowest point of depression to 0.14 in the peak. The asymmetry of the
ERPT in extreme points of the business cycle, besides the pricing to market phenomenon, is reinforced
by the convex shape of the NKPC in Poland, stronger during phases of growth than in phases of decline.
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Table 3
Decomposition of variance of the short-term interest rate (in %)

Variance ] Inf.lation- Output Real exchange Externall
inflation target gap rate shocks
2000 Q1-2017 Q4 53.6 17.8 4.5 241
Recovery 571 18.7 4.7 19.5
Expansion 56.9 16.3 8.2 17.7
Recession 53.4 16.5 2.7 274
Depression 44.5 19.8 29 31.8

* External shocks are composed of the shock on the EURIBOR 3M and on the euro area output gap. Substitution of the
EUROIBOR by the shadow rate changes the internal weight of the shock components, significant during expansion
(increase in the share of the EUROIBOR) and during depression (increase in importance of the euro area output gap).

Source: own calculation.

Table 4
Decomposition of variance of the output gap (in %)

Suppl
Variance PPy - Domestic efo):'ts Exchange External
of which demand p rate factors
interest rate
2000 Q1-2017 Q4 22.01 0.55 31.45 8.17 1.06 37.31
Recovery 20.98 1.11 30.66 7.99 1.19 39.18
Expansion 27.62 0.25 32.59 9.25 1.36 29.18
Recession 22.50 0.12 32.10 8.25 0.91 36.23
Depression 15.92 0.58 30.19 7.01 0.75 46.14

Source: own calculations.



400 J. Przystupa

Table 5
Decomposition of variance of exports and imports (in %)

Variance Domestic Net Exchange deIFI:’;EZlg:n d
Supply demand exports rate prices
Volume of exports
2000Q1-2017Q4 5.99 5.36 10.99 7.38 70.28
Recovery 7.32 6.43 14.61 6.9 64.74
Expansion 791 8.33 15.71 5.88 62.17
Recession 4.23 3.31 7.76 9.58 75.12
Depression 4.52 3.4 5.9 71 79.08
Volume of imports
2000Q1-2017Q4 19.98 25.53 17.61 6.81 30.07
Recovery 24.3 28.44 19.46 5.3 22.5
Expansion 254 29.22 20.42 4.81 20.15
Recession 15.12 21.04 16.36 8.3 39.18
Depression 15.13 23.45 1417 8.83 38.42
Source: own calculations.
Table 6
Decomposition of variance of the HICP inflation (in %)
Variance Inﬂati(?n I.nertiz‘:l of Output Exchange derli?arflf:n d
expectations inflation gap rate prices
2000Q1-2017Q4 9.8 119 17.55 8.29 52.46
Recovery 13.8 8.5 18.73 7.16 51.81
Expansion 14.2 8.8 28.17 11.47 3736
Recession 7.6 12.1 17.58 8.38 54.34
Depression 8.1 12.7 12.24 4.94 62.02

Source: own calculations.
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Decomposition of the nominal exchange rate shock (in %)

Symmetric or asymmetric?...
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Shocks of Monetary policy Domestic External
Average 20002017 9.3 34.5 56.2
Recovery 10.2 28.4 61.4
Expansion 9.7 33.6 56.7
Recession 9.1 36.3 54.6
Depression 8.2 41.1 50.7

Source: own calculations.

Table 8

Decomposition of the real exchange rate (RER) shock (in %)
Decomposition . . . . External
of RER Disparity Prices Output gap Interventions environment
2000Q1 -2017Q4 19.1 18.1 28.8 2.0 32.0
Recovery 24.6 23.8 24.6 2.7 24.3
Expansion 21.7 27.6 274 24 209
Recession 16.8 13.3 29.7 1.9 38.3
Depression 13.2 9.0 329 1.6 43.3

Source: own calculations.
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Figure 1

J. Przystupa

Stylized business cycle (average length of the cycle and max.- min. values of the Polish output gap)

prosperity (model 4;
48 obs.)

Wyp=12

expansion
(model 2)

recession
(model 1)

output gap, % of potential GDP
o

0 1 2 3 4 5 6 9 10 11 12 13 14 1 1 17 18 19 20
Wi,p=0.03 Y2,p<0.02, quarters

B slump

depression (model 3; 38 obs.) recovery

(model 1, — 7 (model2;
R 36 obs.) A "'4%'//3,,; = 1.8—pecegfe 39 obs.)

Ymin
-3 4 = —
Proxy of thecycle ===Threshold eeee hl,p eeee2p eecee)3p <eccedp

Source: own calculations.
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Figure 2
Monetary policy rule - significance of asymmetries

A. Interest rate smoothing B. Core HICP - inflation target
1
1.6
0.9
0.8 1.5
0.7 1.4
0.6 1.3
! 1.2 1 1 1 1
Average Recovery Expansion Recession Depression Average Recovery Expansion Recession Depression
C. Output gap D. Real exchange rate
06 - 0 T T T T
0.56 -0.01 o
0.52 -0.02 A
0.48 -0.03 A
0.44 - 0.04
0.4 L . L . -0.05 -
Average Recovery Expansion Recession Depression Average Recovery Expansion Recession Depression
Notes:

The black bar shows significance at the p-value = 0.01; the dark grey bar means significance at the p-value = 0.1 level,
i.e. the black and dark grey bars confirm an asymmetric reaction; the bar in diagonal lines means no asymmetry.

The left axis shows value of parameters of the base model (average) and the maximum value of parameters in the phases
of the business cycle.

Source: own calculations.
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Figure 3
Observed and shadow nominal and real three-month interest rates in the euro zone

A. Nominal interest rate

e WIBOR 3M e EURIBOR 3M Shadow interst rate in the euro zone

B. Real interest rate

_4 -
TP FPEFL PO DL LD D>H O b
ST TS S
Real 3-month interest rate in Poland Real 3-month interest rate in euro zone

Real 3-month shadow rate in euro zone

Notes:
Shadow interest rate calculated as in Wu and Xia (2016).
Real interest rate: nominal interest rate adjusted by expected core inflation.

Source: Shadow rate: https://www.quandl.com/data/SHADOWS/EUROPE-European-Central-Bank-Shadow-Rate; Nominal
interest rates and HICP less energy and food: EUROSTAT.



Figure 4

Symmetric or asymmetric?...

Reaction of GDP growth, inflation and exchange rate to the monetary policy shock

405

A.WIBOR 3M (increase by 1 percentage point) B. GDP growth (y-0-y, percentage points)
1 - 0 0
] L] L -1
0.8 -0.04- ,
0.6 4 L]
-0.08- » -3
0.4 | 4
0.2 -0.12+ <
0 -0.16- o o S ke
024 6 810121416182022242628303234363840 & 4@@ & B &
0.2 quarter after impulse 4@@ S “&’b‘\ 0&% ?ﬁ@
Average 2000Q1-2018Q1 Recession v ¢ < s 9
I I]E))(elg);g:is(l)?]n Recovery [H Strongest response (p.p., left axis)
e Quarter of strongest response (right axis)
C.Core HICP inflation (y-0-y, percentage points) D. Nominal exchange rate (y-0-y, in %,
increase = appreciation)
0 0 1.77 -6
o F1 1.6 F5
. - l, 157 L4
02 Q N L3 1.4 5
HHH 1.3
03 "ﬂ:- ¢ M4 1.2 -2
5 11 -1
0.4 o -6 1 - & . - 0
> ) N xS & 5
&qé’* Q&é S & @r—?\o Q@éﬁ @QS’ o&d {b&\ 5}0 @fa"\
< S & <5 ¥
w G AR & = & o ¢ &
I Strongest response (p.p., left axi§) . Strongest response (p.p., left axis)
o Quarter of strongest response (right axis) « Quarter of strongest response (right axis)

Notes:

The dark grey bar means significance at the p-value = 0.1 level, i.e. confirms an asymmetric reaction.

The bar in diagonal lines means no asymmetry.

In the presentation of the impulse response functions (IRF) we have adopted the convention that irrespective
of the considered period of the cycle, we show responses to the increase of the interest rate. Nevertheless,
in the interpretation we refer to the effects of monetary policy tightening in the positive phases of the business cycle and
to monetary policy easing in the negative phases.

Source: own calculations.
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Figure 5
Asymmetry of the hybrid NKPC

0.6

Inflation-inflation target

-3 -2 -1 1
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NKPC during recovery and expansion (from trough to peak)

0.6 7

0.4

0.2
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Output gap

Linear NKPC

-0.2 A

0.4

-0.6 -

NKPC during recession and depression (from peak to trough)

Output gap

Linear NKPC

Source: own calculations.
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Figure 6
Sacrifice ratio defined as a cumulated impulse of output gap/cumulated impulse of inflation

1.7 7

1.62
1.6

1.4 1

1.3 1

Sacrifice ratio

1.2 7 1.18

1.1
Recession Depression Recovery %Sion
0.97

0.9 -

Note: intersection of axes at the point calculated for the linear (average) reaction (1.098).

Source: own calculations.
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Figure 7
Exchange rate pass-through effect over the business cycle

A
0.12 4 /7'—;
/ /
Caen., 0104 ~ /
%' RREEY S /

T —
/
_ / / Output gap

~

ERPT to consumer prices

0.02 -
I S S TN S SR N N I PN PPN
RECOVETY emm == EXPansion e « Recession e e « ¢ Depression pv=0.1 pv=0.1

Notes:
Axis intersection: horizontal — at the average ERPT (0.082); vertical — at the threshold between prosperity and slump

(for output gap equal to 0.2% of the potential GDP).
Pv = 0.1 — values of ERPT below 0.054 and over 0.119 significantly differ from the average ERPT with 90% probability.

That corresponds to the output gap below -1.6% and over 2.3%.

Source: own calculations.
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