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Abstract
Our contribution to existing research is that we propose a novel method to generate density 
forecasts of foreign exchange rates using Monte Carlo simulation with regime-switching depending 
on global financial markets’ sentiment. The proposed approach has been examined in a one- 
-month ahead forecasting exercise for 22 emerging market currency rates vs. the US dollar. The key 
findings of our paper are as follows. We show that: (1) our forecasting method is properly calibrated 
based on a variety of tests and is also suitable for Value-at-Risk analysis; (2) according to the log 
predictive density score density forecasts produced with our method are superior to random walk 
forecasts in the case of all 22 analysed currency pairs, and for 7 exchange rates this advantage is 
statistically significant; (3) in the case of 19 analysed currency pairs our method performs better 
than the threshold autoregressive model (TAR) with market sentiment as the threshold variable, 
and for 11 exchange rates this forecasting edge is statistically significant; (4) in the case of 15 
analysed currency pairs the proposed approach yields better results than the AR(1)-GARCH(1,1) 
benchmark, but in none of the cases this difference is statistically significant. The conducted 
evaluation of the proposed approach suggests that such tool can be suitable for economists, risk 
managers, econometricians, or policy makers focused on producing accurate density forecasts of 
foreign exchange rates.
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1 Introduction

Amisano and Giacomini (2007) proposed the following definition of a density forecast: “it is an estimate 
of the future probability distribution of a random variable, conditional on the information available 
at the time the forecast is made. It thus represents a complete characterization of the uncertainty 
associated with the forecast, as opposed to a point forecast, which provides no information about  
the uncertainty of the prediction”.

The use of density forecasts has recently become common in various areas of economics. Density 
forecasts, which have been used in meteorology for a long time, are increasingly used, for instance, 
in the fields of energy economics (Huurman, Ravazzolo, Zhou 2012), demand management (Taylor 
2012), finance (Ghosh, Bera 2015; Hallam, Olmo 2014; Kitsul, Wright 2013; Shackleton, Taylor, Yu 2010), 
and macroeconomics (Aastveit et al. 2014; Clark 2011; Herbst, Schorfheide 2012; Kolasa, Rubaszek, 
Skrzypczyński 2012; Wolters 2015). Financial markets are an ideal candidate for producing density 
forecasts due to a wide array of high-frequency time series. Risk management is most frequently involved, 
as density forecasts are used with the aim of estimating portfolio risk (Amisano, Giacomini 2007).

The foreign exchange (FX) market is one of the most essential financial markets in the world, with 
volume of trading surpassing any other (Hong, Li, Zhao 2007). Groen and Matsumoto (2004) make  
the point that forecasting exchange rates is therefore important for both market participants and policy 
makers. 

Since the original work by Meese and Rogoff (1983), many studies have been dedicated to the 
production and evaluation of exchange rate point forecasts, and the well-established view is that usually 
a simple random walk is the best forecasting model. In addition, though point forecasts garner most 
of attention, density and interval forecasts of FX rates are also of importance to market participants. 

A portion of the literature highlights the influence of sentiment in global financial markets on 
exchange rates. Fama (1984), Dumas and Solnik (1995), and Hodrick (1989) emphasise the importance 
of investor risk appetite in the analysis of FX rates. Expanding upon this finding Brunnermeier, Nagel, 
and Pedersen (2009) point out that carry trades have a tendency to generate losses when global risk 
increases. Liu, Margaritis and Tourani-Rad (2012) established that FX rates behave asymmetrically 
in reaction to shifts in global risk aversion. Carry trade currencies have a tendency to strengthen 
only moderately when market risk decreases but depreciate sharply when conditions deteriorate,  
i.e., the quotations of high-yield currencies are in the habit of “going up by the stairs and coming down 
by the elevators”. Hopper (1997) saw that exchange rates seem to be influenced by market sentiment 
rather than by economic fundamentals. Cairns, Ho and McCauley (2007) show that most of the 
currencies exhibit significant sensitivity towards volatility indicators. Moreover, Kohler (2010) states 
that “financial crises are often associated with significant movements in exchange rates, which reflect 
both increasing risk aversion and changes in the perceived risk of investing in certain currencies”.

In this study we follow on these two strands of literature (density forecasting and the influence of 
sentiment in global markets on FX rates). The objective of this study is to provide a simple, although 
effective and universal, framework for constructing density forecasts of exchange rates  in the emerging 
market. For this purpose we use a Monte Carlo simulation based on historical, daily exchange rate 
returns capturing changes of sentiment in the financial markets (allowing for regime switching). 
Our aim is not to show how the forecast accuracy improves after we account for changing market 
sentiment, but to propose a new forecasting approach.
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We test our procedure on the exchange rates of 22 emerging market currencies against the  
US dollar. We chose one month ahead (end of next month) density forecasts, mainly because forecasts 
with such a time horizon are usually most requested by market participants, and they are also gathered 
for constructing market consensus by news agencies (e.g. Reuters, Bloomberg); moreover portfolio 
optimization by investors usually occurs with similar frequency. Still, our method can be easily 
extended for longer time horizons. Our forecasts are evaluated using popular tests available in the 
literature and are compared against benchmarks (a random walk, threshold autoregressive models and  
AR-GARCH models).

The key findings of our paper are as follows. We show that: (1) our forecasting method is properly 
calibrated based on a variety of tests and is also suitable for Value-at-Risk analysis; (2) the density 
forecasts produced with our method are superior to the random walk forecasts in the case of all  
22 analysed currency pairs, and for 7 exchange rates this advantage is statistically significant;  
(3) in the case of 19 analysed currency pairs our method performs better than the threshold 
autoregressive model (TAR) with market sentiment as the threshold variable, and for 11 exchange 
rates this forecasting edge is statistically significant. Given that our approach and the TAR model 
are built upon a similar underlying premise such results make a case for the calibration of a model 
rather than its estimation; (4) in the case of 15 analysed currency pairs the proposed approach 
yields better results than the AR(1)-GARCH(1,1) benchmark, but in none of the cases this difference  
is statistically significant. The conducted evaluation of the proposed approach suggests that such a tool 
can be suitable for economists, risk managers, econometricians, or policy makers focused on producing 
accurate density forecasts of foreign exchange rates.

The remainder of this paper is organized as follows. Section 2 summarizes the present state of 
the art and introduces the algorithm used in our forecasting procedure. In Section 3 we evaluate our 
density forecasts using popular tests from the literature. Section 4 concludes.  

2 State of the art and the proposed forecasting algorithm

Tay and Wallis (2000) provide a review of the density forecasting literature. The literature on the 
density forecasting of FX rates is quite limited. General studies (Boero, Marrocu 2004; Christoffersen, 
Mazzotta 2005; Clews, Panigirtzoglou, Proudman  2000, Diebold, Hahn, Tay 1999; Sarno, Valente 
2005) mainly emphasise the FX rate density forecasts that are based on parametric densities. Usually 
forecasting exercises use high-frequency data, and the multi-step-ahead density forecasts are rarely 
examined. Recent studies show that – contrary to point forecasts – the simple random walk can be 
beaten by nonlinear models with regard to the accuracy of out-of-sample density forecasts (Balke, Ma, 
Wohar  2013; Hong, Li, Zhao 2007).

This paper contributes to the relevant literature in that we propose an approach which takes 
into consideration the influence of sentiment in global financial markets while constructing density 
forecasts of exchange rates. Our forecasting framework is outlined below.

We assume that the FX market on each day is in one of three states (regimes) – neutral/normal, 
“risk-on” or “risk-off”. “Risk-on”, “risk-off” correspond to investors’ sentiment connected with the level 
of global market risk (risk aversion). When risk is perceived as low, market participants have a tendency 
to participate in higher-risk investments (“risk-on”). When risk is regarded as high, market participants 
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usually tend to escape towards so-called save heavens, i.e. lower-risk investments (“risk-off”). Otherwise, 
we consider that markets are in a “neutral” stance.

The method to determine the regime on the particular day is arbitrary. To do so we consider the 
value of the VIX index (the “fear gauge”), a widespread indicator of the implied volatility of S&P500 
index options. The VIX quantifies investors’ expectations of equity market volatility over the next  
30-day period. High VIX readings indicate that market participants anticipate large changes of option 
prices in any direction. VIX quotations will hover around low levels when market participants expect 
neither a serious downside risk nor a considerable upside potential for prices of options. Historically, 
the value of VIX was positively correlated with risk aversion (Whaley 2000).

2.1 Data description and transformation 

Our empirical analysis is conducted with a cross-section comprising 22 emerging markets’ currencies 
rates vs. the US dollar (i.e. USDPLN, USDRUB, etc.; the list of all currency pairs is provided in  
Table 1) over the period from January 1999 to December 2015. More specifically, we use over 4200 daily 
observation for each of the foreign exchange rates. We also use daily close values of the VIX indicator 
regarding the same period. All data were obtained via the Thomson Reuters database. Table 1 provides 
summary statistics on the data used in the analysis.

We consider that if, on a given day, the VIX stands above the 3rd quartile of its historical daily 
values it is a “risk-off” day/stance. If the VIX stands below the 1st quartile, it is a “risk-on” day. Anything 
between these two values is considered a neutral state (regime). Once again, this is just one of the 
possible approaches to define the global markets’ sentiment regime. Other methods might as well 
lead to superior forecasting performance. This is an avenue for further research. Nevertheless, it is 
worth noting that Orlowski (2017) performed a Bai-Perron threshold test (allowing a maximum of 
one threshold) for the daily series of the VIX market. The test has generated a VIX threshold of 23.89  
(i.e. the threshold between tranquil and turbulent days), which is similar to the 3rd quartile of the VIX 
(24.24), i.e. the threshold between “normal” and “risk-off” days). Such findings support our approach.

To calculate the VIX quartiles and the resulting regimes we use the full sample (i.e. every available 
daily observation up to the point when the forecast is made). It means that the regimes’ threshold 
values (VIX quartiles) are different depending on the FX forecasting period in question. In Figure 1 you 
can see the VIX index divided into three regimes, assuming that the FX rate at the end of December 
2015 was being forecasted. It means that VIX data up to the end of November 2015 were being used 
to calculate the regimes. Once again, if we had constructed a forecast for a different time period,  
a different VIX sample would have been used. This is a pseudo real-time approach.

Using historical data we can calculate a transition matrix [P] between these three states.  
A 3×3 matrix used to describe the frequencies of transitions between two given states (pij day after day). 
For clarity, let’s denote “risk-on” = 1, “neutral” = 2 and “risk-off” = 3. In formulas (1-3) i and j indicate 
the numbers assigned to the regimes persisting on the previous (st-1) and current (st) day, respectively.
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In Table 2 we present the empirical transition values calculated on the full sample up to the end 
of November 2015. Please note that a situation when the regime changed directly between “risk-on” 
and “risk-off” (or the other way around) on two consecutive days without reaching a neutral state  
in-between has not occurred historically. Effectively, for each state the probability that on the next day 
the regime will not change compared to today is equal to ca. 91.5%. For “risk-on” and “risk-off” the 
probability of regime switch to “neutral” is equal in both cases to ca. 8.5%. For “neutral” the probability 
of change to “risk-off” or “risk-on” on the next day is almost the same and amounts to 4.2%.

Also we calculate a matrix of cumulative probabilities of transitions [C]. It will be used later:
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In Table 3 we present the empirical cumulative probabilities of transition calculated on the full 
sample (up to the end of November 2015).

For a given FX rate [FXt] (e.g. USDPLN) we calculate its daily logarithmic returns for the same 
sample as in the case of the VIX – every available daily observation up to the point when the forecast 
is made.
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We divide the daily logarithmic returns into three separate groups (empirical distributions) 

according to the state in which they occurred: “risk-on returns” f(r1), “normal returns” f(r2) and “risk-
-off returns” f(r3).

We present the histogram (density function) of the returns for the USDPLN calculated as above 
in Figure 2 (daily observations up to the end of November). The X-axis (daily logarithmic returns) is 
limited to the range between -4% and +4% for better presentation. But, of course, it must be noted 
that the main differences between the three distributions occur in the tails (which are not visible  
on the chart). 

Once the data are transformed, they will be used later to construct the FX density forecast.  
The proposed methodology does not impose any parametric distribution for the returns of the foreign 
exchange rate and (instead) let the density forecast to be data-driven and based on the risk-regime 
under consideration. It must be noted that constructing a FX forecast for different time periods requires 
multiple calculations of regimes’ threshold values, P and C matrices, as well as the division of FX 
returns into three regimes – each time on a different sample (daily observations up to the point when 
the forecast is made). The detailed role of these elements in the forecasting algorithm is presented in 
Section 2.2.
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2.2 Forecasting algorithm

1. At the end of month m we check how many trading days [h] are in the month m + 1, i.e. the month, 
for the end of which we would like to generate the FX rate forecast (e.g. h = 20 days). 

2. As a starting point of the forecast we take the close FX rate of the last trading day of  the month 
m [FX0].

3. We also note the regime that persisted on this day [s0], using the approach outlined in Section 2.1. 
4. In order to construct a forecast of the FX rate on the first day of the m + 1 month [FX1] we first 

need to know (simulate) in what state the markets are on this (1st) day. To do so, we first calculate P 
and C matrices as well as divide the daily returns into three groups, as it is outlined in Section 2.1, using 
every available daily observation up to the point when the forecast is constructed.

5. Using the transition matrix C we compute the regime on the first day [s1] of the m + 1 month. 
Depending on the state s0, we choose one row of the C matrix. If s0  is a risk-on state, we choose  
the 1st row, if neutral, the 2nd row and if risk-off, the 3rd row. 

6. We randomly draw a number [x] from a uniformly distributed range [0; 1]. Then we select  
the smallest element of the row indicated in point 5 that is larger than or equal to x. 

7. The number of elements that we chose (1st, 2nd or 3rd) determines the regime on the first day 
of the m + 1 month (s1). If we chose the 1st element, s1 is a risk-on state; if we chose the 2nd element is 
neutral; if we chose the 3rd element, s1 is a risk-off state. 

8. Depending on what state (“risk-on”, “neutral” or “risk-off”) occurs on the first day of the current 
month (s1) according to our simulation, we randomly choose a daily percentage return [r*] from either   
f(r1) or f(r2) or f(r3), respectively.

9. Then we use it to obtain FX1 as follows
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10. In the same way (first randomly obtaining the regime on the next day using the transition 
matrix and then a return from this particular state) we can recursively calculate the FX rate values for 
all the remaining (h − 1) days of the m + 1 month.

					  
					         

=

11 13

31 33

p p
P

p p
= ( )1Pr |ij t tp s j s i= = =

11 13 11 11 12 11 12 13 11 11 12

21 21 22 21 22 23 21 21 22

31 33 31 31 32 31 32 33 31 31 32

1
1
1

c c p p p p p p p p p
C p p p p p p p p p

c c p p p p p p p p p

+ + + +
= = + + + = +

+ + + +

…

…

… ……

…

…

… ……

 

( )1Pr |ij t tc s j s i= =  

( ) ( )1log logt t tr FX FX −= −

( )*
1 0 * 1FX FX r= +

( )*
1 * 1 ,     2, 3, ,FX FX r hτ τ τ−= + = …

( ) ( )
00 : L LH F l F l=  

( )1
1 1Φt tz z−
+ +=

( )1
,,

1
( )ˆ

T
m

m h t h t t h
t

LPDS T f Y−
+ +

=
=

,
ˆm
t h tf +

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

1 1 1
1110

2 2 2
 0 1 1 1 2t

3 3 3
2110

       if  

Δy  

       if  

       if  
t t t

t t t

t t t

y x r

y r x r

y x r

φ φ

φ φ

φ φ

−

−

−

⎧ + Δ + ≤
⎪⎪= + Δ + < ≤⎨
⎪ + Δ + >⎪⎩

ň

ň

ň

( )
0

jφ ( )
1

jφ
( )j
tň

( )2 jσ

1Δ Δt t ty yα β ε−= + +
2 2 2

1 1t t tσ ω γσ δε− −= + +

( )2~ 0,t tNε σ

≤

Σ

Σ

~

ln

			          (6)

Please note that r* (dependent on the state occurring one day earlier and the transition matrix)  
is randomly chosen in each iteration, and is (usually) different in each iteration. 

Then using the Monte Carlo approach, we repeat the whole process of forecasting (steps 1-10)  
N times. The only restraint on N is the time required for calculation. We use N = 15000. By doing so  
we get a simulated distribution of the one-month ahead  (m + 1) forecast of FX rate (N instances of FXh). 
The algorithm may be used for longer horizons, but as we outlined earlier, this is not the aim of this paper. 

3 Calculation and evaluation of density forecasts

We have tested the out-of-sample forecasting accuracy of this algorithm by constructing 72 one month 
ahead density forecasts for the end of each month in 2010−2015, for each of 22 emerging markets’ 
FX rates. The first out-of-sample forecast (for the end of January 2010) was constructed with a model 
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using all the available data regarding the VIX and a given FX rate from the 1990−2009 period. Further 
forecasts are constructed on the rolling sample (the window moving by one-month steps). The use of 
a rolling sample is vindicated due to the fact that the data-generating process in the financial markets 
is unstable and often changes as time passes. At the same time the sample should be possibly long to 
properly capture the wide range of VIX values used in calculating the regimes. The above means that 
we follow a pseudo real-time forecasting design.

The aim of this paper is to evaluate density forecasts. Therefore extensive investigation of point 
forecast accuracy (using the mean of the density forecast) is not required in this paper. Still it is always 
informative to know to what extent superior performance in terms of density forecasts is driven 
by better point forecasts and to what extent by better calibration in terms of forecast dispersion. 
Therefore, we present the brief results regarding root-mean-square errors of point forecasts obtained 
using the proposed approach and compare them to random walk forecasts. 

In the case of 12 out of 22 currency pairs the proposed approach yielded a lower RMSE compared 
to the random walk (see Table 4) at a one-month horizon. However, based on the original Diebold- 
-Mariano-West (1995, 1996) test, as well as its modified version by Harvey, Leybourne and Newbold 
(1997), which is more suitable for small samples, the difference was statistically significant only in 
the case of two exchange rates (i.e. USDEGP and USDZAR) at the 5% significance level. Out of the 10 
remaining currency pairs for which the point forecasts constructed using the proposed model were 
inferior to random walk, only in the case of USDPHP the difference was statistically significant at 5%. 
Such results are consistent with the general view in the literature (Meese, Rogoff 1983) that random 
walk cannot usually be beaten in out-of-sample FX point forecasting.

To evaluate the quality of the density forecast we follow the novel approach outlined in Gaglianone 
and Marins (2017). Their approach to density forecast evaluation concentrates on two dimensions.  
The first one is the full-density analysis, which is a shape evaluation based on the entire estimated 
density. In this part of evaluation they investigate – among other things – coverage rates, Berkowitz 
(2001) density test, and the model ranking from log predictive density scores. The second dimension is 
local analysis, which evaluates the tails of the densities, i.e. the so-called VaR measures. VaR backtesting 
is performed using Kupiec (1995), Christoffersen (1998) and VQR (2011) tests.

3.1 Coverage rates

Clark (2011) points out that coverage rates constitute a good first step in the evaluation of density 
forecasts and, more specifically, in the evaluation of the accuracy of interval forecasts. Other studies 
such as Giordani and Villani (2010) also observe that interval forecasts are a valid test of density 
forecast calibration. 

Table 5 summarizes the frequency with which the realized FX rates were in the 70% highest density 
interval (highest density region) calculated using the proposed approach. Thus a correct 70% coverage 
rate interval should correspond to a frequency of ca. 70% in the table. A frequency of less (more) than 
70% indicates that, in the case of the analysed sample, the estimated density is too narrow (wide). 
The table provides p-values for the null hypothesis of appropriate coverage, which means empirical 
coverage equal to 70%, based on t-statistics (standard errors calculated with the Newey-West estimator). 
These p-values are supplied as an approximate indicator of the significance of deviations from correct 
coverage.
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Table 5 shows that the proposed forecasting approach yields correct interval forecasts (i.e. coverage 
rates equal approximately 70%) for 14 out of 22 exchange rates. For other 8 FX rates the null hypothesis 
is rejected (at the 5% confidence level). For USDEGP, USDIDR, USDKRW, USDTHB and USDTRY 
intervals turned out to be too wide, with actual observations residing within the intervals more often 
than the nominal 70% rate. On the other hand, in the case of USDCNY, USDMYR and USDRUB 
the intervals are too narrow. These results are superior to those calculated using the random walk 
forecast.1 For random walk density forecast, the null hypothesis is rejected 11 out of 22 times. 

3.2 Berkowitz (2001) test

Berkowitz (2001) proposed a density test, which utilises a probability integral transformation (PIT). The test 
aims at verifying whether true and hypothesized probability distributions correspond to each other, i.e., 
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. Here, FL0
 symbolises the hypothesized cumulative distribution function and FL stands 

for the true cumulative distribution function. The normalized forecast error is defined as 
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 denotes the PIT of a 1-step ahead forecast error and 
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is the inverse of the standard normal 
distribution. Under the null, it is assumed that the PITs are independently and normally distributed.  
If the null is not rejected, the Berkowitz (2001) test suggests correct calibration of the density model. 

Regarding the Berkowitz test, Table 6 reveals that the forecasts constructed using the proposed 
approach are not rejected for 16 out of 22 exchange rates (at 5% confidence level), which suggests correct 
calibration of the density model. In the case of random walk forecasts, models for 12 exchange rates 
are not rejected.

3.3 Value at Risk backtesting

We also evaluate the prognostic accuracy of our model using the local analysis technique. This concept 
entails the examination of the performance of the model in the tails of the density forecast distribution. 
Employing a given forecasting model to produce the full density of the FX rate it might generate, for 
example, a “satisfactory” risk measure for the right tail of the distribution (i.e. at high percentiles) but 
simultaneously it can produce “inadequate” risk measure at the left tail of the distribution. Accordingly, 
we subsequently evaluate the proposed forecasting approach based on its performance for a range of 
chosen percentiles of the conditional distribution. Each of them may be viewed as a VaR measure  
(see Christofersen, Hahn, Inoue 2001).

Although VaR gained importance as a risk management tool and is currently extensively utilised 
for that purpose, this approach has repeatedly been criticized for being unable to generate reliable risk 
estimates. Implementation of VaR models usually entails making assumptions about the functioning 
of the financial markets. Furthermore, the VaR model attempts to predict future financial markets’ 
quotations using historical observations, which naturally do not always correctly represent future 
market conditions. 

1 � A random walk model without drift paired up with a normal distribution to generate a density forecast. The random 
walk point forecast indicates the expected value of the distribution, and the variance of the distribution is implied  
by the variance of past point forecast errors in the sample.
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Therefore, VaR models are effective only when they forecast future risks correctly. In the interest 
of confirming that the estimates obtained using the VaR approach are reliable and consistent, models 
ought to be backtested with the use of suitable statistical procedures. Backtesting is a practice in 
which realized profits and losses are confronted with VaR evaluations. Jorion (2001) fittingly describes 
backtesting as “reality checks”. If the VaR evaluations are not valid, the proposed approach must be 
reviewed for a flawed specification, improper assumptions or an incorrect modelling method, among 
others. An assortment of various evaluation procedures has been developed for backtesting purposes. 
In this study, we utilise Kupiec (1995), Christoffersen (1998), and VQR (2011) tests in order to evaluate 
the proposed forecasting approach. 

Kupiec test

The Kupiec (1995) test is one of the most widespread VaR backtests. This approach concentrates just 
on the frequency of VaR violations, in other words, the percentage of observations for which the VaR 
threshold is overstepped in the analysed sample. It is assumed that the probability of a given share of 
violations occurring follows a Binomial distribution. If the actual number of observed violations fits 
within acceptable statistical limits the model is approved, and discarded otherwise (Campbell 2006). 
The test utilises the likelihood ratio approach and the chi-squared distribution to test the hypothesis 
(Dowd 2006). The null hypothesis suggests a proper calibration of the model.

Christoffersen test

A different, essential element of VaR model evaluation is the verification that data points running 
above VaR estimates are serially independent, i.e. dispersed over the entire sample. A correctly 
specified VaR model is able to prevent the interdependence of outliers by promptly responding to shifts 
in asset price volatilities and correlations. Vast literature is devoted to VaR evaluation procedures that 
take into consideration the clustering of VaR limit violations. One of such methods is the Christoffersen 
(1998) test. The null hypothesis suggests a proper calibration of the model.

VQR test

The majority of the VaR backtests outlined in the literature is usually based on binary variables, for 
example whether or not there was a VaR limit violation. By using such techniques one loses a lot 
of details about the available data. Therefore we follow the Gaglianone et al. (2011) procedure that 
does not depend exclusively on binary variables. Utilising a quantile regression model, the suggested 
approach enables the researcher to determine time intervals when there was an elevated risk exposure. 
The null hypothesis of the proposed VQR test suggests that the model accurately estimates the actual  
τ*th percentile of the distribution. Please note that the null hypothesis is not suggesting that the model 
accurately estimates the whole distribution. Thus, it is feasible that the model might perform correctly 
at a selected percentile, but inadequately in other cases. Due to the complexity of the test and its 
assumptions, and given the space restriction, a full overview of the methodology will not be provided. 
A more detailed description of this testing procedure can be found in Gaglianone (2011). 
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We aggregate the results (see Table 7) of the three aforementioned tests with respect to the low 
quantile τ = 0.1 (the ability to correctly represent the appreciation risk of an emerging market currency 
against the US dollar) or higher quantile τ = 0.9 (the devaluation risk of an emerging market currency). 

For 7 out of 22 exchange rates the null is not rejected (simultaneously) in any of the three 
aforementioned statistical tests (neither for low nor for high quantiles). Additionally, it should 
be noted that for additional 2 exchange rates (9 in total) the proposed approach is appropriate to 
estimate percentiles belonging to the lower portion of the FX rate distribution (concentrating on the 
appreciation of the local currency versus the USD, τ = 0.1). Also for 6 additional FX rates (13 in total), 
the proposed approach makes it possible to represent the right tail of the distribution (related to the 
depreciation of the FX rate,) correctly according to all three tests. Only in the case of 3 exchange rates 
(USDCNY, USDKRW, USDTHB) none of the three tests indicate proper calibration for either the lower 
or the higher quantile. 

3.4 Log predictive density scores

Once we established that our approach produces properly calibrated density forecasts, we can compare 
its performance against different benchmarks. To do so we employ the log predictive density score 
(LPDS). This measure provides a way to classify the analysed models (different benchmarks) regarding 
their accuracy (correct calibration). The LPDS of the model/benchmark m for the forecast of FX rate in 
the horizon h is given as:
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 is the density forecast for the exchange rate in period t+h calculated with model m and 
utilising information set available at period t. 

The mentioned density is assessed at the observed FX rate 
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ln  and log averaged using the out-of-
-sample observations. Adolfson, Linde and Villani (2005) note that higher LPDS points to a superior 
model/benchmark.

Amisano and Giacomini (2007) developed a likelihood ratio test for confronting out-of-sample 
performance of two rival density forecasts. They recommended calculating scoring rules, which are loss 
functions established on the basis of the probability forecast and the actual outcome of the FX rate.  
The proposed test sets side by side the LPDS between two rival benchmarks. The null hypothesis 
assumes equal LPDS for both models (i.e. density forecasts are equally good). The alternative suggests 
that the performance of the model with higher LPDS is statistically superior to its counterpart  
(the model with lower LPDS). 

Benchmark models

We compare our model (Baseline) using the LPDS criterion against 9 benchmarks – a naïve forecast 
and 8 econometric models. The 8 estimated models adopted in this study belong either to the class of 
threshold autoregressive (TAR) models or generalized auto-regressive conditional heteroskedasticity 
(GARCH) models.



Sentiment-induced regime switching in density forecasts... 93

The TAR models were chosen as benchmark because they are the most natural competitor to the 
approach proposed by us. In both cases the exchange rate volatility is analysed in the framework of 
changing regimes based on market sentiment. Comparing these two approaches will indicate whether 
the calibration of parameters proposed by us performs better in comparison to the situation in which 
the parameters are estimated within the TAR setup. The AR(1)-GARCH(1,1) benchmark was used due 
to its popularity in the literature and universality across different FX rates. At first glance it seems 
inappropriate to compare an approach that utilises an exogenous variable (i.e. VIX), with a model 
that depends solely on the past values of the endogenous variable. However, despite this handicap,  
AR-GARCH specification is usually adequate to capture FX rates volatility. There are numerous 
examples in the literature, when a simple AR-GARCH model performs as well as, or even better  
(in an out-of-sample forecasting exercise) than, more advanced threshold models (e.g. Pippenger, 
Goering 1998; Boero, Marrocu 2004). Therefore, we decided to use AR(1)-GARCH(1,1) as a final 
benchmark regarding the forecasting performance of our approach. 

The naïve forecast consists in a random walk model without drift (RW). We joined it up with  
a normal distribution to be able to generate a density forecast. The random walk point forecast 
indicates the expected value of the distribution, and the variance of the distribution is implied by the 
variance of past point forecast errors in the sample.

The first estimated benchmark (B1) is a three-regime TAR model, with VIX Volatility Index as  
a threshold variable. The number of regimes was chosen to correspond to the number of regimes in the 
Baseline model. The model was estimated on monthly data. The TAR model can be represented as follows:
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where yt is the logarithm of the FX rate (e.g. USDPLN), xt is a threshold variable, in this case the VIX 
Volatility Index, rj represents the threshold values, 
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 are the estimated coefficients of  
the linear models specific for each of the three regimes, and 
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). 

In order to generate density forecasts a bootstrap method is used. Residuals are resampled from  
the empirical residuals of the estimated model. 

The second estimated benchmark (B2) is very similar to the B1 benchmark. The only difference is 
that in order to generate density forecasts the Monte-Carlo method is used, where residuals are taken 
from a normal distribution with standard deviation equal to the standard deviation of the residuals. 

Benchmarks B3 and B4 are analogous to benchmarks B1 and B2, respectively, but are estimated  
on daily, instead of monthly, data. 

The fifth estimated benchmark (B5) is an AR(1)-GARCH(1,1), normal distribution model estimated 
on the daily data (workdays).
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 is the conditional variance and εt is the residual following a normal distribution. 
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The sixth benchmark (B6) is also an AR(1)-GARCH(1,1) model, but with residuals (εt) that are 
Student’s t distributed. Benchmarks seven and eight (B7, B8) are the same models as B5 and B6, 
respectively but estimated on monthly data instead of daily observations. In each case the benchmark 
models were estimated on the same (rolling) sample as the baseline model – a pseudo real-time 
forecasting design.

Forecasting competition results

The LPDS ranking (left side of Table 8) point, in general, to the proposed approach as the best model 
for forecasting majority (14 out of 22) of exchange rates. For the remaining 8 out of 22 exchange rates 
benchmark B1 or B8 are performing best. It is also noted that benchmarks B2−B7 and the RW forecast 
are usually overwhelmed in the majority of cases.

The Amissano and Giacomini (2007) test suggests that in the case of 11 currency pairs (USDCLP, 
USDEGP, USDKRW, USDMYR, USDPEN, USDRUB, USDTWD, USDVND, USDZAR, USDRON, 
USDCZK, grey cells in the left column on the right side of Table 8) the proposed approach performs 
statistically better that the best TAR model (i.e. among the B1−B4 benchmarks). Such results make  
a case for the calibration of model parameters, instead of estimating them to achieve better forecasting 
accuracy.2 Such properties were also observed in the case of a half-life purchasing power parity model 
that was calibrated, rather than estimated (Ca’Zorzi, Rubaszek 2018). Only in the case of USDTHB  
the TAR benchmark was statistically better than the baseline model. For the remaining 10 currency 
pairs our approach yielded higher LPDS than the best TAR model, but the difference was not 
statistically significant.

We also compared the proposed approach against the random walk (RW) forecast. In 7 cases 
(USDCOP, USDIDR, USDKRW, USDTHB, USDRUB, USDPHP, USDVND; grey cells in the middle 
column on the right side of Table 8) the proposed model is statistically better than the random walk 
forecast. In the remaining 15 cases, the LPDS of our method is also higher than in the case of RW, 
but the Amisano and Giacomini test signals no statistically significant difference between the models. 

The final check is the comparison with AR(1)-GARCH(1,1) benchmarks. In the case of 15 analysed 
currency pairs the proposed approach yields better results than the AR(1)-GARCH(1,1) benchmark, 
but in none of these cases the difference is statistically significant. Also in only three cases (USDIDR, 
USDINR, USDTHB) the baseline model performs significantly worse than the best benchmark.  
This result confirms the mainstream view presented in the literature that the GARCH model is usually 
an adequate approach to capture FX rates volatility and to prepare a density forecast.

One must also remember that the difficulty to single out a statistically superior model is not 
surprising taking into consideration the possibly low power of the utilised evaluation approach, on 
account of a somewhat short sample length (only 72 out-of-sample data points) to perform density 
forecast comparisons. On the other hand, in typical evaluations of density forecasts of financial 
markets’ indicators hundreds or thousands of observations are being used – e.g. daily returns 
(Gaglianone, Marins 2017).

2 � The average estimated lower threshold value for the VIX (dividing risk-off and normal regimes) across all currency 
pairs equaled 16.52 (ranging from 12.42 to 25.05), whereas the calibrated value was 14.52. The average estimated higher 
threshold value for the VIX (dividing the normal and risk-on regimes) across all currency pairs equaled 21.82 (ranging 
from 14.02 to 26.20), whereas the calibrated value was 24.34.
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4 Conclusions

The key contribution of the paper is a novel approach to produce density forecasts for emerging markets 
accounting for changing market sentiment. The proposed method applies a Monte Carlo simulation 
with regime-switching depending on global financial markets’ sentiment. Using multiple density 
forecast evaluation tools, the approach has been examined in a one-month ahead forecasting exercise 
for 22 emerging market currency rates vs. the US dollar. 

Based on evaluation criteria regarding full-density (coverage ratios and the Berkowitz test) the 
proposed model is properly calibrated for most exchange rates (14 and 18, respectively; at the 5% 
confidence level). Also backtesting with Kupiec, Christoffersen and VQR tests indicates the usefulness 
of the proposed approach for a VaR analysis of the majority of the emerging markets’ exchange rates. 

According to the LPDS scores, the forecasting performance of the proposed approach is superior to 
the random walk forecast for all the 22 analysed exchange rates and more accurate than the best TAR 
benchmark in the case of 19 analysed currency pairs. Based on the Amisano and Giacomini (2007) test, 
this advantage is statistically significant in the case of 7 and 11 exchange rates, respectively. Given that 
our approach and the TAR model are built upon a very similar underlying premise, such results make 
a case for the calibration of the model rather than its estimation (mainly the threshold values of the 
regimes).  In the case of 15 analysed currency pairs the proposed approach yields better results than 
the AR(1)-GARCH(1,1) benchmark, but in none of the cases this difference is statistically significant.

The conducted evaluation of the proposed model indicates that such a tool can be suitable for 
economists, risk managers, econometricians or policy makers focusing on producing density forecasts 
of foreign exchange rates. This paper contributes to the relevant literature in that we propose a new 
approach to constructing density forecasts of exchange rates. The model makes it possible to capture 
asymmetric changes and fat tails in foreign exchange rates. It should be highlighted that the proposed 
methodology does not impose any parametric distribution on the returns of the foreign exchange 
rate and (instead) lets the density forecast to be data-driven and based on the risk-regime under 
consideration.

Although the results show that the proposed method may not constitute a universally valid tool 
to produce density forecasts for all exchange rates, the evaluation process still indicates that it yields 
promising results for the majority of currency pairs. Moreover, the proposed approach allows great 
flexibility. The possible modification of the procedure may include different definitions of financial 
markets’ stances or the introduction of more regimes. This is an avenue for further research, which is 
likely to enhance the forecasting performance of the presented approach.
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Appendix

Table 1
Descriptive statistics

Currency 
pair Full name

Mean Std Min Max
Skew Kurt

in %

USDBRL Brazilian real 0.028 1.148 -10.407 8.81 0.218 12.806

USDCLP Chilean peso 0.010 0.627 -3.599 4.638 0.336 6.910

USDCNY Chinese yuan -0.006 0.092 -2.032 1.816 -0.437 105.165

USDCOP Colombian peso 0.017 0.694 -6.375 5.129 0.198 11.527

USDEGP Egyptian pound 0.020 0.405 -3.021 15.540 15.258 548.272

USDIDR Indonesian rupiah 0.013 0.779 -10.004 8.690 -0.449 28.281

USDINR Indian rupee 0.011 0.421 -3.551 3.701 0.175 12.323

USDKRW South Korean won 0.000 0.681 -11.481 10.135 -0.103 41.713

USDMXN Mexican peso 0.012 0.691 -6.535 7.880 0.670 16.765

USDMYR Malaysian ringgit 0.003 0.343 -3.657 2.026 -0.435 12.618

USDPEN Peruvian sol 0.001 0.296 -3.518 3.768 0.220 24.009

USDPHP Philippine piso 0.005 0.475 -15.125 3.975 -7.759 256.658

USDRUB Russian ruble 0.027 0.782 -12.877 12.397 0.785 51.432

USDTHB Thai baht 0.000 1.012 -12.961 12.477 -0.090 75.692

USDTRY Turkish lira 0.052 1.276 -25.131 35.667 5.648 233.897

USDTWD New Taiwan dollar 0.000 0.282 -2.753 1.983 -0.078 10.509

USDVND Vietnamese dong 0.011 0.215 -4.671 6.075 7.167 286.245

USDZAR South African rand 0.022 1.134 -11.033 16.213 0.792 18.419

USDPLN Polish zloty 0.003 0.915 -6.071 7.898 0.408 8.113

USDRON Romanian leu 0.031 0.764 -8.586 7.709 0.326 14.879

USDHUF Hungarian forint 0.007 0.950 -4.965 7.911 0.405 6.914

USDCZK Czech koruna -0.005 0.816 -5.191 5.445 0.146 6.378

VIX VIX volatility index 20.886 8.703 9.890 80.860 2.013 9.724

Note: the table presents the mean, standard deviation (Std), minimum value (Min), maximum value (Max), skewness 
(Skew), kurtosis (Kurt) of currency returns and the VIX volatility index for the full sample (4226 daily observations for  
the period from January 1999 to December 2015).
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Table 2
Transition matrix calculated on the full sample (in %)

  Risk-on Neutral Risk-off

Risk-on 91.6 8.4 0.0

Neutral 4.2 91.6 4.2

Risk-off 0.0 8.6 91.4

Table 3
Cumulative probabilities of transition calculated on the full sample (in %)

Risk-on Neutral Risk-off

Risk-on 91.9 100.0 100.0

Neutral 4.0 95.8 100.0

Risk-off 0.0 8.4 100.0
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Table 4
Tests of equal point forecast accuracy (as measured by the RMSE). Results of the Diebold-Mariano-West (1995, 
1996) test and its modification by Harvey, Leybourne and Newbold (1997)

 

RMSE 
(Baseline vs. RW)

 in %

DMW
(p-value)

DMW – Harvey 
(p-value)

USDBRL 99.1 0.6 0.6

USDCLP 99.4 0.27 0.27

USDCNY 100.5 0.8 0.8

USDCOP 100.9 0.05 0.06

USDEGP 95.2 0.04 0.04

USDIDR 97.7 0.57 0.57

USDINR 99.3 0.51 0.51

USDKRW 100.7 0.24 0.24

USDMXN 99.5 0.8 0.8

USDMYR 99.2 0.31 0.32

USDPEN 103.2 0.24 0.24

USDPHP 102.2 0.03 0.03

USDRUB 96.9 0.37 0.38

USDTHB 99.5 0.48 0.49

USDTRY 100.7 0.93 0.93

USDTWD 100.1 0.87 0.87

USDVND 97.6 0.41 0.41

USDZAR 96.4 0.02 0.02

USDPLN 100.3 0.35 0.36

USDRON 101.4 0.68 0.68

USDHUF 100.0 0.99 0.99

USDCZK 100.6 0.19 0.19

Note: the first column shows the RMSE of the baseline model in relation to the RMSE of the random walk forecast.  
The shaded cells indicate exchange rates for which the null hypothesis was not rejected at the 5% significance level.
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Table 5
Full density coverage rate (70%) – percentage of actual outcomes inside the 70% interval band

  70% coverage rate (p-value)

USDBRL 0.68 (0.73)

USDCLP 0.63 (0.2)

USDCNY 0.56 (0.02)

USDCOP 0.69 (0.92)

USDEGP 0.85 (0)

USDIDR 0.93 (0)

USDINR 0.63 (0.2)

USDKRW 0.81 (0.03)

USDMXN 0.75 (0.33)

USDMYR 0.57 (0.03)

USDPEN 0.76 (0.21)

USDPHP 0.72 (0.68)

USDRUB 0.57 (0.03)

USDTHB 0.99 (0)

USDTRY 0.88 (0)

USDTWD 0.67 (0.55)

USDVND 0.74 (0.49)

USDZAR 0.79 (0.06)

USDPLN 0.74 (0.49)

USDRON 0.69 (0.92)

USDHUF 0.71 (0.88)

USDCZK 0.75 (0.33)

Note: the table includes in parentheses the p-values for the null of correct coverage (empirical rate = theoretical rate 
of 70%), based on t-statistics using standard errors computed with the Newey-West estimator. The shaded cells indicate 
exchange rates for which the null hypothesis was not rejected at the 5% significance level.
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Table 6
Berkowitz (2001) density test

       Berkowitz test p-value

USDBRL 0.46

USDCLP 0.48

USDCNY 0.06

USDCOP 0.41

USDEGP 0.00

USDIDR 0.00

USDINR 0.32

USDKRW 0.04

USDMXN 0.47

USDMYR 0.89

USDPEN 0.08

USDPHP 0.46

USDRUB 0.09

USDTHB 0.00

USDTRY 0.00

USDTWD 0.85

USDVND 0.23

USDZAR 0.01

USDPLN 0.19

USDRON 0.49

USDHUF 0.34

USDCZK 0.46

Note: the shaded cells indicate exchange rates for which the null hypothesis was not rejected at the 5% significance level.
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Table 7
Kupiec (1995), Christofferesn (1998) and VQR (2011) backtests for selected percentiles

tau = 0.1 tau = 0.9

Kupiec Christoffersen VQR Kupiec Christoffersen VQR

USDBRL 0.36 0.09 0.02 0.63 0.17 0.41

USDCLP 0.30 0.23 0.55 0.16 0.05 0.24

USDCNY 0.02 0.05 0.05 0.04 0.00 0.00

USDCOP 0.17 0.04 0.03 0.08 0.05 0.04

USDEGP 0.02 0.00 0.00 0.76 0.13 0.06

USDIDR 0.00 0.00 0.00 0.00 0.00 0.00

USDINR 0.76 0.40 0.48 0.04 0.05 0.04

USDKRW 0.02 0.00 0.00 0.02 0.00 0.00

USDMXN 0.36 0.09 0.46 0.63 0.10 0.81

USDMYR 0.94 0.12 0.83 0.16 0.33 0.33

USDPEN 0.17 0.04 0.00 0.94 0.29 0.58

USDPHP 0.94 0.12 0.04 0.49 0.51 0.09

USDRUB 0.01 0.01 0.01 0.30 0.04 0.01

USDTHB 0.00 0.00 0.00 0.00 0.00 0.00

USDTRY 0.36 0.09 0.26 0.00 0.00 0.00

USDTWD 0.49 0.12 0.25 0.49 0.16 0.49

USDVND 0.17 0.04 0.02 0.63 0.10 0.01

USDZAR 0.06 0.01 0.00 0.36 0.46 0.45

USDPLN 0.94 0.28 0.13 0.36 0.09 0.49

USDRON 0.76 0.40 0.97 0.94 0.28 0.82

USDHUF 0.36 0.09 0.37 0.94 0.28 0.08

USDCZK 0.36 0.09 0.01 0.49 0.12 0.23

Notes: 
The table presents p-values for the Kupiec (1995), Christoffersen (1998) and VQR (2011) test. Shaded cells indicate results 
for which the null is not rejected at the 5% significance level. 
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Figure 1
Historical values of VIX with regime segmentation
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Figure 2
Histogram of USDPLN daily logarithmic returns
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